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The authors explain that data, metadata and process are three essential components of a digital library. Additionally, they posit that digital libraries offer a number of advantages such as: (a) the presentation of information in different media, (b) the facilitation of information retrieval by search engines, and (c) simultaneous access of information stored in the digital library. The authors argue that digital libraries play an integral role in education and allow users to: (a) share resources, (b) preserve and organize artifacts and ideas, and (c) come together and share ideas. 


The authors highlight the importance of postgraduate theses to universities. Additionally, they compare and contrast the project Networked Digital Library of Thesis and Dissertations (NDLTD) with the Mixed-media Networked Digital Library (MIND) project. They explain that in contrast with the MIND project the NDLTD stores the thesis documents, and supports only text retrieval. 


They argue for the inclusion of media other than text in digital libraries and present examples of mixed-media information retrieval system. The authors describe the work on the MIND project. Additionally, they explain that their work provides an environment for the automatic capture, indexing and retrieval of dissertation text, images, slides and video from a digital library of graduate theses. The authors: (a) introduce the term "digital library" and its advantages, (b) present the background to the field of mixed-media information retrieval, and (c) present the description of the architecture of the first prototype, and mention on-going and future work.

Bar-Ilan, J., & Belous, Y. (2007). Children as architects of Web directories: An exploratory study.  Journal of the American Society for Information Science and Technology, 58(6), 895-907. 
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Contemporary web-searching keyword tools do not reliably help children with web-searches. Whether it is children’s lack of vocabulary skills or separation from the design process, children have difficulties using keyword search engines. Bar-Ilan and Belous (2007) believe that children have a better search experience when they have menus, categories and hierarchies of information.  


The purpose of this study was to investigate ways in which children categorize 

information. Bar-Ilan and Belous (2007) used a categorizing activity for 48 children that 

involved separating subject cards into subject groups. The categories of information 

focused on leisure and entertainment topics that were familiar to the Israeli children.


Of greatest potential interest in this article were Web directories as an information retrieval method and the creation of hierarchical structures. Web directories provide children with a graphic organizer that is an alternative to keyword searching. The 

children in this study accurately categorized topics into groups similar to those of Web 

directories.  


By using the sorting method in creating their hierarchical structures, the children readily eliminated cards that did not pertain to their groups and “consensus structure.’” The children used envelopes to classify their categories into sub-groups, groups and top-

level groups. Although there were problems with concentration and impatience, the 

children succeeded in organizing their information effectively (Bar-Ilan & Belous, 2007).


Future research should examine other studies that have worked with children in 

classifying and sorting information for Web directories. Studies should also be conducted 

on the effects of children’s inputs into search engines and other juvenile computer 

applications. These studies will provide program developers and designers with a true 

representation of the interests and ability levels of young computer users for future 

search engine design.     

Booth, A. (2006).  Brimful of STARLITE: toward standards for reporting literature searches. Journal of the Medical Library Association, 94(4), 421-429.

Keywords:  Information retrieval, health care information, qualitative research, standardization of research results, retrieval framework

By using the most recent research studies, clinicians cannot only understand the research, but more importantly will be able to incorporate the results into their practices. Many large research reviews involving qualitative research have been completed, but many lack the rigor, comprehensiveness or framework for the reader to fully understand the validity of the review and its findings. Booth highlights a non-standardized methodology for literature searches for qualitative health care research. Qualitative research often involves the human aspect of care and thus is not easily classified. 

After reviewing 43 of these large systematic reviews, Booth identified the key components used to complete the reviews. Based upon those critical steps, he proposed a framework to assist in standardizing these literature searches, the STARLITE method that includes noting sampling strategy, type of study, approaches, range of years, limits, inclusion and exclusions, terms used, and electronic sources. 
By incorporating the eight steps of STARLITE and noting these at the beginning of the research study, the studies could then be compared as the results or findings would be standardized. The eight elements proposed by Booth require further clarification and justification through more intense study for each. The key personnel to complete the assessment and validation of these elements are the librarians, especially the medical librarians as they are familiar with medical research. Information retrieval regarding this important aspect of health care research is needed and the validation of the framework on which to base these reviews would strengthen this area of qualitative research.
Bouamrane, M. M., & Luz, S. (2007). Meeting Browsing. Multimedia Systems, 12 (4/5), 439-457. 
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Various teams of professionals who often do not even work in the same location often carry out business today. Frequent online or teleconference meetings are often held to inform all team members of the team’s progress and enable them to function well together as a team. The use of computers to conduct these meetings has made it possible to completely capture all aspects of the meeting without having to take notes and produce minutes. Many team members have expressed a need to review past meetings. It is difficult, however, to retrieve the necessary information from a recording. It is often necessary to perform the time consuming task of listening to the entire recording in order to locate the necessary information. An efficient means of accessing information contained in audio recordings must be made available.


Bouamrane and Luz (2007) have devised various techniques for speech browsing when the audio is structured. Structured audio is accompanied by an abstract providing an overview of the nature of the various parts of the recording. The recording can then be segmented in various different ways. One way in which audio can be segmented is speaker segmentation. The recording is divided into various tracks based on voice recognition of the different speakers. This type of segmentation is limited, however, since typical meetings contain hundreds of exchanges of speech, which are often quite short. This makes it very difficult to browse through the audio files. Additionally, recording are often meaningless when heard out of context. Segmentation by topic is a better choice. Speaker segmentation does serve a purpose in government, however. It is very useful in recording sessions of Congress and breaking them up based on which Congress member is speaking. Automatic speech recognition (ASR) can also play a big role in this field. It can be used to create transcripts of conversations that can then be used for text-based information retrieval.
Bracke, P. J., Howse, D. K., & Keim, S. M. (2008). Evidence-based medicine search: a customizable federated search engine. Journal of the Medical Library Association, 96(2), 108-113.
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The librarians at a large health science university developed in collaboration with medical school faculty a search engine to search evidence-based research. The engine can be re-configured to translate the research for the various health care specialties. The search engine is a vertical search engine, described as an engine that searches a particular domain deeply, rather than a horizontal search that searches broad domains superficially. Many of these search engines have been developed and are used throughout the medical libraries in the United States: however, what classifies this as a unique system is that the users, the faculty physicians, were involved from the first conceptual meeting. By using the visual construct that is used to teach evidence-based medicine, the librarians had a common understanding tool for the search engine’s foundation. The search engine required three key components to be successful. The engine needed to be a simple search engine, needed to be organized around a well-known evidence based tool, the evidence-based pyramid that ranks the value of evidence based on the type of research as its rigor, and lastly needed to incorporate the expert searching skills of the medical librarians. A search engine was developed and piloted. Minimal changes were required after the pilot.

Physicians want to provide care that is evidence based and up to date; however, the time consumed review articles and then ranking their validity is often not an easy task to manage. This search engine not only allows the physician to see all relevant research, but also uses a familiar tool to assist in ranking the findings. The librarian’s interface is incorporated directly in the system to take the common physician language and transpose it into the language of database storage for a more comprehensive retrieval. 


Future research again involves the easy of the usability of the application. Studying the interface embedded in other intranets or even in the electronic health care record are areas that would strengthen this already well accepted search engine that is specifically designed for a specific population and a specific outcome while searching many databases.

Brown, H. (2007). View from the front line – Medical search engines. Health Information on the Internet, 59, 9-10.
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Brown describes the lack of a comprehensive information retrieval system for the vast amount of health information that is available on the World Wide Web. The health care profession ranks many of their findings based on “evidence based” information. For specific changes to be incorporating into care, that information should be based on research that is valid and has evidence that changes in care increase the quality of care. Brown proposes that a search engine not only retrieve health care information, but that the information retrieved is analyzed for the amount of evidence it possesses He argues that the current systems lack the capability of doing even a solid job of retrieval as not all needed health care data is stored on the World Wide Web, but is housed in various data bases that may not be accessible to all. These databases may be password protected as requiring subscriptions to access, or the solutions may not even exist currently. Brown further proposes that developing such a search engine would require a large amount of financial backing, and that is lacking at the present. 

With a perfect search engine for evidence-based health care information retrieval not on the horizon, Brown reviews those currently available. Google Scholar is one of the top choices for information retrieval for the health professional as this engine searches the academic literature. Dogpile is another search engine that Brown gives positive reviews as this search engine is able to search multiple engines with its single interface. PubMed is another search engine linking all academic articles, but its weakness is that only the abstracts are readily available and further research is required to find the full text article. No single perfect search engine currently exists for health care information retrieval and the development of such an engine is not on the horizon.
Choi, S. (2008). Implementation of an ontology-based information retrieval model in the classroom setting. Proceedings of World Conference on Educational Multimedia, Hypermedia and Telecommunications, USA, 6265-6272. 
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Choi (2008) explains that the Internet has afforded students the opportunity to search and retrieve pertinent information. Nevertheless, Choi contends that students sometimes receive irrelevant information that may overwhelm and frustrate them. However, the author contends that many documents containing the desired semantic information are not retrieved, as they do not contain keywords specified by the user. 


To this end, the author proposes the use of better searching techniques for effective search and retrieval. Choi (2008) purports that users would greatly benefit from a Semantic Web to express information in a form that would allow software agents to understand and process what the terms describing the data mean. 


The author maintains that ontology plays a crucial role by providing a source of shared and specific terms that can be understood and processed by machines, effectively allowing computers and people to work together. The author posits that this would effectively improve the students’ information-seeking performance compared with the existing information searching model. Consequently, the author proposes a study to analyze the effect of the ontology-based information retrieval model as a learning supplementary tool. 


The author compares and contrasts the amount of relevant information sought by the ontology-based and the existing information retrieval models. Choi (2008) also examines the extent to which there is a significant difference between the relevance rate of the bookmarked documents sought by ontology-based and the existing information

retrieval method. Additionally, the perceived usefulness of the ontology-based information retrieval model in assisting students to search for information was examined. Finally, the relationship between information-searching using the ontology-based information model and students’ project products was explored. Choi concludes that the ontology-based information retrieval model helps students to effectively find information and thus better perform their projects.

Chuang, S.,  & Chien, L. (2003). Automatic query taxonomy generation for information retrieval applications. Online Information Review, 27(4), 243-255.
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The authors discuss the three spaces of the information retrieval environment- the user space, the document space, and the intermediary space. The document space has a system of categorization already in place. The terms that users are inputting when completing searches can be categorized into specific areas also, but understanding the details of how these categories fit together is more complex. The authors use the same approach of categorizing the queries that is used in World Wide Web search engines to categorize their documents.  


This query taxonomy is a method to assist the user in using the correct keywords to achieve a more comprehensive search. In this study, only the computer science domain was analyzed with a complete hierarchical system produced. 


The authors do not highlight this in their paper; however, this system appears to parallel the system that is used in many library search engines already. Adopting this proposed process to analysis those systems that are currently in use, may validate the proposed details of this query taxonomy process.    

Clough, P. (2005). Extracting metadata for spatially aware information retrieval on the internet. Proceedings of the 2005 Workshop on Geographic Information Retrieval, Germany, 25-30. 

Keywords: Information retrieval, geospatial information retrieval. SPIRIT

The author discusses approaches to extract and use geospatial information in the Spatially-Aware Information Retrieval on the Internet (SPIRIT) project. Clough (2005) states that geospatial information such as addresses, postal codes, hyperlinks and geographic references from documents can be exploited and used in information systems. Clough contends that this use could provide spatial awareness to transport timetables, routing systems for motorists, map-based web sites and location-based services (e.g. Google Local and Yellow Pages). 


The author explains that the extraction of geospatial references from documents involves the identification of geographic references (geo-parsing) and the assignment of spatial coordinates to these references (geo-coding). Clough (2005) points out that the approach adopted for geo-parsing and geo-coding is influenced by the following constraints: (a) speed, (b) reliability, (c) flexibility and (d) multilingualism. Because of the aforementioned constraints, the methods used in the SPIRIT project were based on simple approaches. 


After conducting the study, Clough (2005) concludes that both user and system evaluation of the SPIRIT prototype have shown promising results. The author explains further that in the case of SPIRIT, further methods for ranking results help to reduce the effects of incorrect markup. Finally, Clough recommends a number of methods that could be used to improve the operations of the systems.

Cole, C., Leide, J., Large, A., Beheshti, J., & Brooks, M. (2005). Putting it together online: Information need identification for the domain novice user. Journal of the American Society for Information Science and Technology, 56(7), 684-694. 

Keywords: Domain novice, domain expert, information retrieval, associative index, tacit knowledge, collocation, INIIReye system.


A domain novice is defined as a user who turns to an information retrieval (IR) system before sufficiently specifying which information is needed. A domain novice uses IR to gain a broader understanding of the topic. However, domain novices are typically frustrated because they find themselves spending tremendous amount of time online researching a topic without finding what they are looking for. 


A domain expert, on the other hand, knows the structure of the information, the structure of the knowledge and how to navigate the IR system. The process of “information need identification IR” must be communicated to the domain novice in a way that can be understood and easily put into practice by the user. To help bridge the gap between

domain novice IR and domain expert IR, the article explores the Information Need Identification Information Retrieval eye System (INIIReye System) as a tool for enhancing IR among domain novices.


The INIIReye system combines information need, identification description
and subject cataloging. The associative index acts as an intermediate structure between the user and the index classification scheme in the INIIReye system, which brings the user’s associative thoughts together. The associative index is a chart which links the user to the

classification scheme for the purpose of creating prior conditions for information need identification. The index provides the novice user with input information related to the user’s tacit knowledge. The entire collocation process scheme helps the IR system users analyze the results of the associative index, develop a cognitive thinking process, and

understand the topic, thus promoting information need identification.


The result is a more concrete and specific information topic that can guide the user’s information search. The study concludes that information need identification for domain users occurs because of a preliminary interaction with the domain topic. Using the INIIReye system, the domain novice user is able to index various pieces of information related to the domain topic and identify the specific topic of interest. Furthermore, the researchers also hope that the undergraduate students using this type of IR system

will develop more sophisticated writing strategies, such as comparing and contrasting. 

Datta, R., Joshi, D., Li, J., & Wang, J. Z. (2008). Image retrieval: Ideas, influences, and trends of the new age. ACM Comput. Surv, 40(2), 1-60.
Keywords: Information retrieval, content-based image retrieval.


Datta, Joshi, Li and Wang (2008) explain that content-based image retrieval (CBIR) helps to organize digital picture archives by their visual content. They examine current trends in image retrieval, and survey and analyze current progress and future prospects of image retrieval. Additionally, trends in image retrieval using Google Scholar’s search tool and its computed citation scores were compiled in an effort to gain a better understanding of the field of image retrieval. They posit that one problem with current approaches is the reliance on visual likeness for judging semantic similarity. They postulate that this may pose a problem due to the “semantic gap” between low-level content and higher-level concepts. 


The authors reason that there is a shift in the goals of the next-generation of CBIR researchers, and predict that image retrieval will be enhanced in the coming years. They postulate that further analysis has been made on the impact of image retrieval on merging

interests among different fields of study such as, computer vision, machine learning, information retrieval, human-computer interaction, database systems, Web and data mining, information theory, statistics, and psychology. They also posit that the trends indicate that while aspects such as systems, feature extraction, and relevance feedback have received a lot of attention, application-oriented aspects such as interface, visualization, scalability, and evaluation have not received due consideration. 


The authors contend that the future of CBIR depends heavily on the collective focus and overall progress in each aspect of image retrieval, and how much the average individual stands to benefit from it. They argue that a long-term goal of CBIR research should include the ability to make high-resolution, high-dimension, and high-throughput images searchable by content. The authors believe that CBIR will prove beneficial for real-world applications if the requisite attention is given to the field.

Deutscher, D., Hart, D. L., Dickstein, R., Horn, S. D., & Gutvirtz, M. (2008). Implementing an integrated electronic outcomes and electronic health record process to create a foundation for clinical practice improvement. Physical Therapy, 88 (2), 270-285.

Key words: Information retrieval, electronic medical records, outcome data, retrieval processes.
Deutscher and colleagues share their findings in a one-year study of 23,999 patient encounters to assess the feasibility of retrieving the outcomes data in the electronic medical record. Incorporating a functional status outcome, a computerized self-assessment of patient’s their changes in status was implemented. Patients completed an assessment a three different periods of their care. The clinicians were able to review these surveys and incorporate them into their practice by modifying the therapy given to the patient. 

The use of computerized surveys that were directly linked in the electronic health record made this is feasible and user-friendly process. Surprisingly, both the patient and provider use of this process was higher than anticipated. Not only were outcomes generated, but also an overall assessment of the process as well as a quality assessment of the entire system was possible as the data was in the system. As the process and technical aspects of the surveys were completed in deliberate steps prior to instituting the entire process, the information needed to make decisions about change was easily retrievable. The details regarding the computer technology aspects, the barriers and the impact on the physical therapy practice are discussed. The outcomes measures were easily incorporated into the practice and retrieval of these measures were used to increase the quality of care given to the patients.
This particular process demonstrated the benefits of using a system to lay the foundation and test each particular aspect of the technical as well as the human user components of a retrieval process. The piloting of the input, output and retrieval process was completed on a small pilot sample of patients and providers prior to the full implementation. Thus, the barriers, the potential user and provider issues, were known prior to the large project and interventions were in place to minimize those issues.
This large computerized outcome based and electronic record study was incorporated in Israel and its use in the United States could be a valid replicate study. The largest question would not be the technology aspects, but the barriers and user aspects would be intriguing to study to see if any cultural differences will be elicited.

Fahey, S. (2007). For your eyes only. Occupational Health, 59 (1), 13-14.
Keywords:  Information retrieval, health care records, patient data, legal issues, retrieval policies and procedures, administrative duties
Information retrieval in the health care field includes the additional aspect of potentially sharing this information with not only other health care providers, but many others, including some that are not always for one’s patient’s or the provider’s benefit. Fahey reviews the importance of transparency when developing any documents that later may be retrieved through the many overarching laws. The laws allow some data/information to be available to any who ask through the correct channels. She discussed the various federal laws that one needs to consider when beginning to develop policies, procedures or even databases.
Fahey outlines only the British laws, but the British laws are parallel to the many laws in place in the United States and the process proposed would be applicable. The exceptions to the disclosure of information is sharing information that may be harmful to a patient include their mental health status, or a physical condition. Otherwise, the perceptive and prudent administrator would set up systems knowing that a potential exists for the records to be accessible by many through these laws. The system and the many policies that need to accompany a retrieval system are important factors to be considered and incorporated prior to a request for specific information as many of these requests are by law time sensitive with financial implications if not completed within the specified times.
Health care data also has specific storage and retention periods that need to be considered for all data including electronically stored data. The security of the storage systems to include password protection and the time period for retaining data is dependent upon the type of information as well as the type of care given to the patient. The policies and all documentation are also retrievable aspects of care. Thus when crafting a new policy - administrators should be not only thinking of the reasons for that policy, but also the impact it may have if discoverable under the current laws. 
The laws are an important aspect of information retrieval that can affect not only the process and the actual forms to save the information, but the policies and procedures that accompany those processes. Knowing the law is an important and necessary function of the administrator that is responsible for these systems and understanding the various laws as outlined by Fahey will assist her in this function.

Harwell, T. S., Law, D. G., Ander, J. L., & Helgerson, S. D. (2008). Increasing state public health professionals’ proficiency in using PubMed. Journal of the Medical Library Association, 96 (2), 134-137.

Keywords: Information retrieval, public health professionals, professional development, retrieval training

A web-based survey of 115 public health professionals in Montana noted a lack of not only using the Internet to retrieve research or medical information, but also an insufficient understanding of the process to complete such retrieval. Only ten percent of the participants reported having received training on information retrieval using the databases readily available to them. 

After attending a short course (90 minutes) on the process to retrieve the material using the databases taught by academics that were experts in the area, increased usage and proficiency were noted. As public health moves towards a more evidence-based practice, these skills will be crucial skills in developing programs and interventions for the public. As this study and intervention were relatively low in cost and time commitment of employees, the research could easily be replicated in states with larger public health workforces. 
Hersh, W. R. (2005). Ubiquitous but unfinished: Online information retrieval systems. Medical Decision Making, 25 (2), 147-158.
Key words:  Information retrieval, health care information, MEDLINE, PubMed,

Health care information retrieval systems have become an integral part of health care as well. The most popular system to date has been the MEDLINE system provided for 

free by the US National Library of Medicine. Medline PubMed provides biomedical literature to professionals, while MEDLINEplus is available to laypeople.


The most pressing issue in information retrieval in health care, however, has been the retrieval of information quickly and efficiently at the point of service. Reading through literature can take more than a half hour, and relying on journal abstracts is rarely sufficient. Studies have shown, as well, that even when clinicians can easily access information; they generally do not find the best information that reliably answers the 

questions of which they are dealing. In fact, only 50% of medical students answered 

questions correctly using MEDLINE. It was also difficult for students to identify whether or not the answer was correct. Considerable improvements to the system are still necessary.
Hoeber, O. , & Yang, X. D. (2006). Interactive web information retrieval using wordbars. Proc. IEEE/WIC/ACM Intl. Conf. on Web Intelligence ‘2006, Dec., Hong Kong, 876-882. 
Keywords: Information retrieval,  WordBars, search query,
     
This fascinating article describes WordBars, an information retrieval support system developed by the authors to help the user explore web search results and to refine the search query.  WordBars employs similar techniques as earlier systems in that it allows 

users to choose terms to add or remove from their query. But, instead of collecting 

terms from the first ten documents in the initial search, it collect terms from the titles and 

snippets- the short text preview displayed for each web result- of the first 100 document 

surrogates.  

    
WordBars is the third of information retrieval tools that the authors have developed. HotMap was first discussed in http://www2.cs.uregina.ca/~hoeber/download/2006_iv.pdf. Details about Concept Highlighter is at http://www2.cs.uregina.ca/~hoeber/download/2006_awic.pdf
A fourth product, HotMap+WordBars, a combination of HotMap and WordBars is 

discussed at http://www2.cs.uregina.ca/~hoeber/download/2007_ciit.pdf. 

     
The system is intended to provide a bridge between manual and automatic query 

expansion. The user plays an interactive role rather than the usual passive role 

experienced by most users during traditional information retrieval. A unique feature of 

the system is the visual depiction of the frequency of the terms found during the initial 

query, thus giving an immediate indication of what may be relevant to the topic being 

searched. The visual cues consist of histograms with a predetermined color-coded 

pattern that illustrates the frequencies of the commonly used terms in the top search 

results. The color scale mimics a heat scale with frequency terms appearing in red (hot) 

and low frequency terms moving towards the green scale (neutral or warm).  


Following the initial query, the user gets to evaluate the results by visually inspecting the color-coded histogram and a list of relevant terms. The user can then choose to modify the query by adding or removing query terms. In addition, the user may choose to re-sort the query results by clicking on a specific term. In either case, the system will 

provide additional query results for the user to evaluate. The user-system interaction will 

continue until such time that the user decides to stop.

     
To support the product’s versatility, the authors provide an example of query results based on a specific initial query and another example of results based on a vague initial query. They also disclose the limitation that the system “only supports a simple list of terms in the query.”  A video animation of the product at work can be found at 

http://www2.cs.uregina.ca/~hoeber/WordBars/_doc/WordBars.mov. Please note that this is a correction of the site reported in the article.

Indrawan, M., & Loke, S. (2008). The impact of ontology on the performance of information retrieval: a case of WordNet. International Journal of Information Technology and Web Engineering, 3(1), 24-37. 

Keywords: Information retrieval, ontology, WordNet, query expansion, kernel words, semantic distance, semantic indexing 

Indrawan and Loke explore the research problems in information retrieval and propose a WordNet-based model  to solve the problems. The authors discuss the  specific problem  of the limitation of an information retrieval system. These systems are built to help users find the documents that are relevant to their information need which is represented by queries posted to the system. In most information retrieval systems, the queries are represented as a list of keywords. While some systems may allow users to submit a natural language query, in most cases, the natural language query is processed through an indexing process resulting in a set of indexed terms.




Using keywords or indexed terms for the retrieval limits the set of retrieved documents to those with the matching terms. Using the keywords or indexed terms it is possible that a document that does not contain any matching term to the query to be relevant. It is possible that the document uses synonyms for the indexed term. In order to avoid this problem, it is recommended adding similar terms such as synonyms or other terms that are relevant to the document, such as hypernyms. 





In the early 1990s Princeton University built an English lexical referencing system called WordNet. Since its introduction, many researchers have used this lexical system for different purposes, such as multimedia retrieval, text summarization, and automatic creation of domain-based ontology. The main construct of WordNet as a lexical system is the synonym set or synset. The synsets are divided into four major speech categories of noun, verb, adjective, and adverb. 









WordNet has been used to improve the performance of information retrieval systems by way of query expansion, semantic distance measure, and semantic indexing. Prior researchers had determined that the recall and precision of the retrieval decreased with inclusion of WordNet while other researchers had perceived an improvement. The authors decided to further investigate since they perceived even further improvement could be applied. Once their investigation had concluded, Indrawan and Loke determined that the use of WordNet alone as an ontology to improve information retrieval performance is not appropriate. Due to the fact that WordNet contains mainly general English terms, domain-specific terms or proper names are not included. Also, relations between terms are limited to a single speech because it is impossible to find relation of an adjective and a noun in WordNet. 









The authors suggest that further research be done especially combining WordNet with other ontologies, such as ConceptNet, which is useful in finding more general words for expansion. WordNet can be used as the starting point, but it definitely needs to be combined with another type of ontology. 
 Jae-Woo, L. (2007). A model for information retrieval agent system based on keywords distribution. Proceedings of the 2007 International Conference on Multimedia and Ubiquitous Engineering, USA, 413-418.

Keywords: Information retrieval, retrieval agent systems, retrieval models. 


Jae-Woo (2007) posits that there is a huge amount of information available online and in distributed computing systems. The author further states that this information can be accessed via various information retrieval models. However, Jae-Woo postulates that it is not always easy for individuals to search for the exact information needed, and put forward that it is necessary to develop efficient information retrieval agent systems to conduct effective searches. 


The author suggests that an important keyword is distributed partly in each paragraph of a document or distributed database. Consequently, Jae-Woo (2007) proposes a simple model for retrieval agents based on actual keyword distribution in a document or distributed database. The author contends that those information retrieval agent systems can prove very helpful to clients and web servers. They propose to use stemming, filtering stop-lists and so on to extract important words in an electronic document or Web page. Nevertheless, the author cautions that it is important that keywords are properly defined in order to efficiently retrieve information.

Kerchner, M. D. (2006). A dynamic methodology for improving the search experience. Information Technology and Libraries, 25(2), 78-88.
Keywords:  Information retrieval , precision, recall, tags, website retrieval

Precision and recall have long been used as the measures for information retrieval. In recent years, however, evaluation models have been expanded to include the value of the information to the user. How well the system actually helps the user is often more important than precision and recall. If the answers are retrieved, but the user cannot 

recognize them as the answers to their query; then the search has failed.


One solution that is often used to improve precision or recall is adding tags to objects based on a controlled vocabulary. A considerable amount of time and effort is involved in establishing and maintaining the tags, which often leads to a lot of inconsistency in this method.  Additionally, it limits the description of the data to one view.

IRS.gov is one example of a government agency that has considered the user in improving the information retrieval process necessary to find information on their web site. IRS.gov is one of the most widely accessed government Web sites. In April 2005 alone, it received almost 16 million queries. The information seeking behaviors of users were analyzed to make the site as user friendly as possible. The assumption used was that rather than expect users to adapt to the peculiarities of a web site, the web site must adapt to the needs of the user. Users are not generally interested in becoming search experts nor  intimately involved with the search process. Forcing users to refine their query to obtain better search results is not desirable in a public web site. The actual searching mechanism should be hidden behind a search box. The site must be changed instead. For example, terms were added to document titles that were commonly used by users to locate those documents but were not previously contained in the title. Inconsistencies in the use of terms were noted and corrected. 


The methodology described in this paper assumes that users, especially infrequent users of public web sites, do not wish to become search experts; that intuitive interfaces and meaningful results displays contribute to a successful user experience; and that keeping business owners involved is important. 

Keshavarz, H. (2008). Human information behavior and design, development and evaluation of information retrieval systems. Program Electronic Library and Information Systems, 42(4), 391-401. 

Keywords: Information retrieval, user interface, human computer interaction

Informational retrieval systems are designed often without incorporating the human interaction behavior into the design. The current approaches to designing and evaluating information retrieval systems rarely attend to the users of the systems and their behavior. The four traditional approaches to information retrieval designs include system-centered, user-centered, interaction and cognitive. Both the contextual and participatory design unlike the previously mentioned four, include the user as a crucial aspect of the design process.
The contextual and participatory design processes should include the usability of an application. Keshavarz proposes that more informational retrieval systems need to be researched and piloted with the user interface as an important aspect. The majority of the systems that are currently available have not undergone this crucial step of development. 

Khribi, M. K., Jemni, M., & Nasraoui, O. (2007). Toward a hybrid recommender system for e-learning personalization based on web usage mining techniques and information retrieval. Paper presented at the World Conference on E-Learning in Corporate, Government, Healthcare, and Higher Education 2007, Quebec City, Canada. 


Keywords:  Information retrieval, online learning.

E-learning has become a very wide-spread phenomenon. While there are many benefits to online learning, it is very difficult to teach a varied group of online learners who all have different levels of knowledge, interest and needs. Additionally, educational resources are generally designed with the “one size fits all” model. They are not customized to each individual student. The various online learners are continuously in need of support and guidance to use these generic resources.


While other fields have begun to take advantage of automatic personalization and 

recommendation, e-learning has not yet done so. The goal of web personalization is to 

give a user information that is tailored to his or her specific preferences and interests.  

This is done by collecting user data implicitly through web access logs or explicitly through user ratings. Today’s web personalization systems strive to accomplish this goal automatically without having to explicitly ask users to provide the necessary information. An automatic web personalization system could be used to guide individual learner’s activities and recommends links or actions that are specific to that learner’s needs.


Various different methods are available to gather the user information necessary to provide personalized service. This is done by collecting user data implicitly through web access logs or explicitly through user ratings. Various approaches can then be 

applied in determining what data to return to the users. Content based filtering recommends items that are similar to those viewed by the user in the past. Only one user profile is used in each case. Collaborative based filtering recommends items that have been like by other users with similar interests. The entire community of users comes into play here. For example, if 70% of users who accessed web page A also accessed web page B, the system will recommend web site B. Hybrid systems combine both approaches and use them all together.

Kumar, E., & Kohli, S. (2007). A strategic analysis of search engine advertising in web-based commerce. Journal of Internet Banking and Commerce, 12(2), 1-13.
Keywords: Information retrieval, advertising, business, search engine optimization

Search engines and their accompanied advertisements have become a huge industry. The authors analyze the use of this method of advertising in India, a $50 million industry. Search engine optimization (SEO) is a method of advertising that increases a business’ visibility when a customer completes a search. SEO has opened an entirely new marketing strategy that assists business in this medium is to increase their ranking when a specific search is performed. The goal of a company’s advertising is to rank on the first page of a search. Some search engines produce both a natural list that appears after the sponsored sites. The natural sites are chosen more often than the sponsored sites by the consumer; however, having that top listing is important in advertising and the few that do select the sponsored sites make the payment of having those key positions on the web page profitable for companies.

An analysis of the online versus traditional advertising demonstrates the complexity of the online method. Many options are available to businesses to include “pay for click,” viewable “hits” on a site, the analysis of the specific hits on each component of the site, and the use of selective keywords that will bring the consumer to the site. Understanding the framework behind the search engine and its impact on the search ability of a specific business’ webpage is a specialty that the advertising industry has mastered.

The advertising within and on search engines has become a huge industry. The mastery of the information retrieval process is key for businesses to achieve their advertising goals. Using the correct keywords, the processes of embedding those key words multiple times on a page to increase the ranking when searched, and many other online marketing strategies is a new advertising specialty.
Lau, R. Y., Bruza, P. D., & Song, D. (2008). Towards a belief-revision-based adaptive and context-sensitive information retrieval system. Information Systems, 26(2), 1-38. 

Keywords: Belief revision, adaptive information retrieval.


Lau, Bruza and Song (2008) use their article to explore how the theory of belief revision can be used to model adaptive information retrieval (IR). The authors explain that information seekers’ belief about relevant and non-relevant terms will fluctuate in an adaptive (IR) setting. They assert that belief revision theory strengthens the

development of a mechanism to revise user profiles in accordance with the changing needs of information seekers. Furthermore, they contend that belief revision logic supports the understanding of vague user queries.

They posit that the retrieval behavior of a belief-based IR model is very predictable and explanatory, and contend that this is a bonus when compared to other models. The authors maintain that the performance of the belief based IR system is comparable to a classical adaptive IR system. Additionally, they suggest that the belief-based IR system can deal with complex IR tasks, and explain that this suggestion is

supported by their usability study. Consequently, the authors conclude that the belief-based adaptive IR system is as effective as a classical adaptive IR system. 

Lawrence, J. C. (2007). Techniques for searching the CINAHL Database using the EBSCO interface. AORN Journal, 85 (4), 779-791.
Keywords: Information retrieval, nursing students, retrieval training, retrieval process steps


The steps for performing a search using the Cumulative Index to Nursing and Allied Health Literature (CINAHL) are detailed with many steps being transposable to other interfaces. The first step is to understand that a specialist that links the article to specific subject headings indexes all articles in this database. The subject headings are the searchable words not the entire article and keywords as in other databases. Each subject heading is further broken into sub-headings that are readily accessible in the database’s search engine. Clicking on a simple key assists in exploding this subject heading to its broadest search capability to include not only the subject heading, but also all of the sub-headings that may be related to the topic. Steps to limit the search to specific filters such as dates, peer reviewed or full text are outlined.

 The key points of conducting, combining and saving searches could also be used to teach details regarding information retrieval from research databases. Each interface may have some nuances that may need to be refined, but the general steps could be incorporated into any search engine. Learning the uniqueness of research interfaces is an important skill for the novice as well as the experienced researcher.
Lee, C. , & Chen, H. (2000). A new efficient retrieval interface for primary school students. Proceedings from the International Conference on Mathematics/Science Education and Technology, 250-255.

Keywords: Information retrieval, leading-question retrieval interface

The authors state that there is a wealth of information available on the Internet, and contend that users are able to conveniently get their desired data online. Nevertheless, they maintain that primary school students find it challenging to efficiently find the exact information they need by using some keywords to do conventionally searching. 


To this end, they propose a new retrieval interface, called leading-question retrieval interface as a solution for the aforementioned problem. They state that this system will present questions to students, and analyze their answers in a bid to understand

their queries. They contend that this will omit the difficult task of choosing proper keywords.  


The authors conducted a study using vertebrates as the subject, and propose that: (a) primary school students who use the leading-question retrieval interface to retrieve information online will have a better computer attitude than those who use the full-text retrieval interface, (b) the retrieval precision of the retrieved data for the primary school

students who use the leading-question retrieval interface will be better than the one for those who use the full-text retrieval interface, (c) the retrieval recall of the retrieved data for the primary school students who use the leading-question retrieval interface will be better than the one for those who use the full-text retrieval interface.


The authors report that the computer attitude of primary school students who use the leading-question retrieval interface is better than that of students who use the full-text retrieval interface. They also found that the retrieval precision of leading-question retrieval interface for the primary school student is better than that of full-text retrieval interface. In addition, the retrieval recall of the primary school students who use the leading-question retrieval interface to retrieve information is better than that of those who use the full-text retrieval interface. 

Lease, M. (2007). Natural language processing for information retrieval:  the time is ripe (again). Proceedings of the ACM First Ph.D. Workshop in CIKM, USA, 1-8. 

Keywords: Natural language processing, information retrieval, text retrieval


Lease (2007) explores methods for integrating modern Natural Language Processing (NLP) with state-of-the-art information retrieval (IR) techniques. Lease encourages the use of NLP for (IR), and suggests that an improvement in both text and speech retrieval can be achieved by greater use of NLP. Furthermore, Lease contends that converting text-based information into a digital format for web access has helped users to overcome numerous barriers such as accessibility and efficiency in time. 

The author spends considerable time in the study comparing and contrasting previous work with the present outlook. Lease also examines a number of evaluation conditions and their potential impact on NLP-based retrieval. After examining current practices in text retrieval (TR) and the unique set of considerations that conversational speech data presents for IR. Lease (2007) acknowledges that NLP has not had a significant impact on TR to date. However, Lease suggests that there is much room left for improvement, and supports this suggestion by presenting a concrete discussion on areas where the use of NLP might yield substantial benefits. 

Lew, M. S., Sebe, N., Djeraba, C., & Jain, R. (2006). Content-based multimedia information retrieval: State of the art and challenges. ACM Transactions on Multimedia Computing, Communications, and Applications, 2(1), 1-19. 
Keywords: Multimedia information retrieval, audio retrieval, human-computer interaction

The authors contend that there has been relatively little impact of multimedia information retrieval (MIR) on commercial applications, and used their paper to explore ways to improve MIR using content based methods. They contend that these methods can enhance retrieval regardless of whether or not text annotations are present. Additionally,

they present an overview of the history of MIR and compare and contrast this with recent happenings in the field.

They maintain that the failure to bridge the semantic gap between computers and humans have reduced the potential impact of current MIR systems. Nevertheless, they are positive that current research in MIR will solve this problem. To this end, they highlight a number of research topics which they propose will serve to satisfy the user. Additionally, the authors advocate for the use of learning algorithms, and suggest that these algorithms may be able to compensate for the noise in real-world context. 


The authors explain further that many persons have explored the idea of

classifying whole images. However, they maintain that granularity poses a problem. To this end, they put forward that the challenge is to detect all of the semantic content within an image with emphasis on the presence of complex backgrounds.

Lin, J., DiCuccio, M., Grigoryan, V., & Wilbur, J. (2008). Navigating information spaces: A case study of related article search in PubMed. Information Processing and Management, 44, 1771-1783. 

Keywords:  Information retrieval systems, information space, and browsing 


The authors conduct a case study on MEDLINE (the authoritative repository of abstracts from the medical and biomedical primary literature maintained by the US National Library of Medicine (NLM)).  In this study, they examine one conception of an information space characterized by similarity links to focus on the effectiveness of related article search. 


The authors set the stage for the study by stating that documents are entrenched in an interconnected network, and explain that information seeking: (a) navigates this network, and (b) provides a model to guide the design of information retrieval systems. However, they believe that retrieval systems are inadequate in assisting users navigate the

information space defined by their search results. 


They explain that MEDLINE contains over 17 million records, including

bibliographic information, abstract text and links to full text. They elucidate that PubMed’s NLMs public gateway to MEDLINE provides a search feature designed to assist users browse the literature.  They explain further that the current PubMed interface display links to five related articles. They posit that these articles are in turn connected to others

via the same type of links. Consequently, these connections define a vast document network in which the nodes represent MEDLINE citations, and the links represents content-similarity. They elucidate that each inherent call of the related article search provides the user with articles similar in content. Additionally, clicking on the related links

moves the users through this environment. The authors highlight several theories to support the ideas put forward such as: (a) the theory of effective group navigation, (b) the cluster hypothesis, and (c) the information foraging theory. 


They focus on the foraging theory, which hypothesizes that when feasible, natural information systems evolve toward states that maximize gains of information per unit cost. They further explain that one assumption of the information foraging theory is the tendency for relevant information to cluster together. Hence, a user is faced with the choice of exploiting the cluster, or searching for the next cluster. The authors state that PubMed’s related article search provides cues to help users make decisions about their search behavior. They state that users might decide to follow related article links, or seek out entirely different locations.  


The paper addresses issues such as: (a) the topological features of related document networks, (b) the relevance of topological features to related document network, and (c) the usefulness of navigating information spaces via content-similarity links.  The authors use a simple approach to construct a related document network for each topic

in the TREC 2005 genomics. They highlight the results from the analysis of these networks and use effective visualization tools such as tables and histograms to assist in this regard. 


In their conclusion, the authors state that they were able to: (a) identify document clusters, (b) gather requisite documents through browsing, and (c) perform searches that take advantage of related article links. Future research could look at a comparative study between two different approaches. 

Ling, L., Calton, P., & Wei, H. (2001). An XML-enabled data extraction toolkit for web sources. Information Systems, 26(8), 563-583.

Keywords:  Information retrieval, information extraction, XML, wrappers

Ling, Calton and Wei (2001) posit that semi-structured data on the Web

is growing at a rapid pace. However, they postulate that this data is in HTML and XML pages, or text files. They further purport that these formats are not usable by standard SQL-like query processing engines that support sophisticated querying and reporting beyond keyword-based retrieval. To this end, they contend that web users or applications need

an efficient way to extract data from these web sources. 


They explain that writing of wrappers around the sources manually or with software is one of the popular approaches for extracting data from these web sources. However, they were quick to point out that developing and maintaining wrappers manually is labor intensive and error prone. Consequently, the authors propose to build XWRAP - an interactive system for semi-automatic construction of wrappers for web information. They

anticipate transforming ‘‘difficult’’ HTML input into ‘‘program-friendly’’ XML output, which can be parsed and understood by: (a) sophisticated query services, (b) mediator-based information systems, and (c) agent-based systems.

First, a two-phase code generation methodology and a set of mechanisms for semi-automatic construction of XML-enabled wrappers were developed. Next, the tasks of building wrappers that are specific to a web source from the tasks that are repetitive for any source were separated. Third, inductive learning algorithms that discover wrapper patterns were provided by XWRAP. After conduction their study, the authors report that

the ideas and results of the XWRAP system appear to be effective for many semi-structured web sources.

Macpherson, K. (2004). Undergraduate information literacy: a teaching framework. Australian Academic & Research Libraries, 35(3), 226-242.

Keywords:  Information retrieval, information literacy. 

As the amount of information and the channels available to access that information increase, today’s graduates need to be able to navigate these channels. Information that cannot be retrieved is useless. It is, therefore, critical that students be able to locate, analyze, and evaluate the value of information. Macpherson (2004) found that many second year undergraduate students were unable to conduct a simple search.


Information retrieval and information literacy go hand in hand. In order for the retrieval process to be effective, critical thinking and analysis should be involved. An appropriate model of the information needed and an understanding of the ways through which it can be retrieved, are essential to successful information retrieval. As new information is retrieved, critical thinking skills come into play and are used to modify the search procedures and strategies. 


There are three components to information retrieval: the ability to locate, analyze and articulate the significance of the information found as it relates to the information needs. A student, who can successfully interpret a question and formulate a search strategy, will not locate the appropriate information if the ability to analyze is not there.


Macpherson (2004) found that teaching strategies were effective in improving both question interpretation and search strategy formulation. When a concept based 

approach to teaching information retrieval was used and critical thinking was taught, 

search success also improved.


Information retrieval is no longer the domain of the expert searcher. The end-user is now expected to do the searching. Teaching strategies aimed at the end user, which can 

have many varied characteristics, need to be designed.

Mandl, T. (2008). Recent developments in the evaluation of information retrieval systems: moving towards diversity and practical relevance. Informatica, 32(1), 27-39. 

Keywords Information retrieval,  history of information retrieval, definition of informational retrieval

Information retrieval is the basic technology behind Web search engines and an 

everyday technology for many Web users. It deals with the storage and representation 

of knowledge and the retrieval of information that is relevant to a specific user problem. 

Queries, typically composed of a few words in a natural language are used to retrieve 

the information. The query is then compared to document representations that were 

extracted during the indexing phase. The documents that are most similar to the query 

parameters are presented to the users who must then evaluate the relevance with 

respect to their information needs and problems. 


The author reviews the history of information retrieval form the 1960s through 2003, discussing the automatic indexing methods for texts developed to the  partial matching models to Boolean methods. The growing amount of machine-readable documents available requires more powerful information retrieval systems for diverse applications and user needs.


The basic measures of information retrieval are recall and precision. Recall refers to the ability of a system to find relevant documents, while precision measures how good a 

system is at finding only relevant documents without returning many unnecessary results. Recall is calculated as the fraction of relevant documents found among all relevant documents, whereas precision is the fraction of relevant documents in the result set.
The three major evaluation initiatives of information retrieval systems are Text Retrieval Conference (TREC), Cross-Language Evaluation Forum (CLEF), and the National 

Institute of Informatics Test Collection for IR Systems (NTCIR). ImageCLEF began in 2003 to evaluate the retrieval of images. A collection of historic photographs and medical images was assembled for the evaluation process. A video evaluation track has been put into place as well as one for the retrieval of audio data.  An evaluation track has even been developed for music that enables users to perform a query by humming or playing similar music. GeoCLEF has also been set up to retrieve news stories with a geographical focus. Retrieval of opinions found in blogs has also been a new focus of evaluation.

Morgan, P. D., Fogel, J., Hicks, P., Wright, L., & Tyler, I. (2007). Strategic enhancement of nursing student’s information literacy skills: Interdisciplinary perspectives. ABNF Journal, Spring 2007, 40-45.

Keywords: Information retrieval, nursing students, training, qualitative research


Information retrieval processes are incorporated into nursing curriculums. This skill is one that nurses need to become not only familiar with, but need to master to complete research assignments while in school and more importantly to use throughout their future careers. The template for the course is a collaborative approach to teach nursing students at historically black colleges or minority institutions how to search using specific databases. The approach includes searching for peer-reviewed full text qualitative and quantitative research.

Qualitative research concepts are often difficult for nursing students to understand. Three specific tools are proposed by Morgan and colleagues to include interviewing a qualitative researcher, critiquing qualitative peer-reviewed articles and inviting a research librarian to the nursing class and showing how to conduct a search focusing on qualitative research. 
Information retrieval is needed for nursing students to maintain their skills as well as a method to continue to obtain evidence based criteria for practice and research. Where to conduct the information retrieval process as well as the ultimate time to include the process in the nursing curriculum varies between programs in the United States; however, three processes are utilized at different points in nursing programs. The first is a stand-alone class that is offered for credit to students. Secondly, is an approach that incorporates the process throughout the curriculum. Lastly, a course that is combined with other core curricula skills taught early in the first year of the curriculum The collaborative approach with faculty and librarians working together to develop and teach the course is chosen as a valid method without clear evidence-based research to demonstrate that this is the best method. Further research to determine the best effective and efficient method would valid this conclusion.
McCallum, A. (2005). Information extraction: distilling structured data from unstructured text. ACM Queue, 3(9), 48-57. 


Keywords: Information retrieval, normalization, information extraction, segmentation, text 

classification, de-duplication, segmentation, data association, extraction methods, 

regression classifiers, data mining, author-recipient-topic model, latent dirichlet allocation 

model, group-topic model, retrieval methods.  

    
 The author, associate professor at the University of Massachusetts, Amherst and 

director of the Information Extraction and Synthesis Laboratory, discusses the difficulties 

related to the retrieval and organization of natural language text commonly found on the 

Web. The author utilizes the dilemma faced by the U.S. Department of Labor in constructing a continuing education search tool and information repository to illustrate the lack of a detailed Web information extraction and processing methodology. The five subtasks of the information extraction model: segmentation, classification, association, normalization, and de-duplication are presented and examined. Continued development and application of information extraction to various text formats and their respective subtleties such as those found on the Web and social networks are suggested. General problems addressed by the author were inability to reduce inaccuracies commonly associated with low-level machine-based extraction methods and the continued debate between legacy and modern complex extraction methods. 

The construction of the U.S. Department of Labor’s continuing education course 

extraction Web site required the inclusion of several technical extraction components such 

as text classification, statistical language modeling, scoped learning, and logistic-regression classifiers. Given the various extraction methods discussed by the author, it is evident that retrieval and accurate storage of natural text-based data is an arduous process requiring technical expertise and good designer judgment. In the future, the author recommends the exploration of alternative retrieval methods such as the Author-Recipient-Topic, latent Dirichlet allocation, and Group-Topic models in order to enhance accuracy and efficiency. The article adds to the field of information retrieval by illustrating the difficulties associated with natural language search tools commonly associated with the World Wide Web. 


The development of a robust search model would assist instructors who deliver and manage social networks by identifying the frequency of student participation, 

communication, and navigational difficulties. Information provided on the Web by 

educational institutions and libraries would help potential students in identifying courses of study, university information, research data, and other ancillary materials such as survey 

data. However, the continued growth of the Web will require advanced search tools that 

directly produce desired results to question-based searches. While the current keyword 

search procedure accommodates document retrieval, it does not adequately locate 

individuals or organizations. Additionally, the transformation of text into a normalized 

database form is difficult and requires precise algorithms. Future work must address 

normalization issues prior to data mining and warehousing procedures in order to ensure 
Miura, A., Fujihara, N., & Yamashita, K. (2005). Retrieving information on the World Wide Web: effects of domain specific knowledge. AI& Society, 20(2), 221-231. 
Keywords: Information retrieval, World Wide Web, retrieval behaviors, World Wide Web literacy, behavioral performance, retrieval performance measures, human aspects of information retrieval 
By completing a simple study of 12 students, the researchers demonstrate that knowledge in a particular domain, defined as “domain specific knowledge,” hastens the retrieval process using the World Wide Web in specific cases. The study sample was instructed to search the World Wide Web, a huge database that is not particular organized or classified, and to solve two particular problems. The first problem required no domain specific knowledge to solve and the second was solved easier with domain specific knowledge. Through the use of a behavioral process where the students spoke aloud about their actions and their thought processes, the authors were able to track the patterns used to retrieve information. 



Retrieval methods have two standards for performance measures that are computed as follows: 1. Precision – number of relevant documents/total number of documents retrieved. 2. Recall – number of relevant documents/total number of relevant documents in the collection. In this study, Miura and colleagues reviewed the human aspect of these two standards and completed a detailed analysis of the retrieval process. Their focus was this human process by comparing two groups, one with and one without pre-existing knowledge in the content area of the searches. Two key elements for successful information retrieval emerged - domain specific knowledge and knowledge of search engines/web browsing. 
Limitations of this study were first its small sample size, and also the limits of the responses regarding the thought process as many of the students did not verbalize their thoughts only the action when completing the searches. This limitation may be related to a cultural difference, lack of understanding of the instructions, or uneasiness of stating thoughts aloud. The researchers note various possible solutions for this important research data to be collected and incorporated more effectively in future studies. The solutions include ice-breaking interactions and practicing the method after being formally taught prior to the actual experiment.









Future research focus on this behavioral phenomenon is crucial if the author’s long term solution of developing a support system to make information retrieval using the World Wide Web more efficient is ever a possibility. Repeating this same study in a different cultural using the same methods would either dispute or corroborate the cultural concerns presented. A replicate study using a larger sample size would also validate the researchers findings, thus enabling the use of this information in developing a simple interface to make searching the World Wide Web more effective and efficient for users. 

Morrison, P. (2008) Tagging and searching: Search retrieval effectiveness of folksonomies on the World Wide Web. Information Processing & Management, 44(4), 1562-1579.

Keywords: Information retrieval, folksonomies, social bookmarking.
 
Morrison (2008) explains that a number of Web sites allow users to submit items to a collection and tag them with keywords. Morrison further states that the folksonomies built from these tags has seen little experiential research. Additionally, the author compares the search information retrieval (IR) performance of folksonomies from social bookmarking Web sites against search engines and subject directories. 


A review of the literature reveals that users: (a) generally enter short queries, (b) don’t usually modify their queries, and (c) don’t usually look at more than the first ten results. Morrison (2008) uses a shootout-style study among three different kinds of Web IR systems in a bid to understand the effectiveness of folksonomies at information retrieval. Morrison measures the precision and recall performance of the systems and compares the overlap of results. 


Morrison believes that folksonomies from social bookmarking sites could be an effective tool for online IR. Additionally, the author reveals that a document that was returned by both a folksonomy and a search engine was more likely to be relevant than a document that only appeared in the results of search engines. Morrison also reports that

folksonomies had lower precision than directories and search engines. 


Morrison further suggests that social methods used by folksonomies may be helpful for some information needs when compared to expert-controlled directories. However, Morrison was quick to point out that search engines with their automated collection methods were more effective than folksonomies. The author adds that folksonomies did poorly with searches for an exact site as well as searches with a short, factual answer. Nevertheless, Morrison contends that folksonomies show a great deal of

promise. 

Nakaoka, M. , Shirota, Y., & Tanaka, K. (2005). Web information retrieval using ontology for children based on their lifestyles. 21st International Conference on Data Engineering Workshops (ICDEW'05), 1260 .


Keywords: Information retrieval, helping children search the web, easy retrieval, dynamic ontology, kid’s lifestyle ontology.

There is a need for young students to be able to search the Web without having to weed through all of the wild information that is obtained in a typical search. Nakaoka, Shirota, and Tanaka (2005) suggest the development of a Kid’s Ontology Retrieval System to help students narrow their search to only retrieve relevant information. Nakaoka et al.

(2005) would like to create a dynamic database of information about each student. This dynamic database would include demographics, personalities, likes, dislikes, strengths and weaknesses. The database would have the capability of being updated by parents directly or via blogs and wiki. 


This dynamic database would also be capable of updating itself by conducting keyword searches through blogs and wikis as well as through other databases found on the Web which keep statistics about what is currently popular with young children. The Kids Lifestyle Ontology database would store individual students past searches along with

student ontology’s so that based on all of these factors it could more accurately predict what a student may be searching for. 


The Kids Lifestyle Ontology database offers more opportunities for further research.  For example, research could be done to help find ways to assist blog search engines in looking for idea phrases instead of only nouns.  Advanced research could be done on using pictures in search engines that are connected to ontology databases to help children search more effectively. Also, research could be done on using a multitude of

databases to update children’s ontology’s based on current trends in youth purchases, popular entertainment choices, popular music, favorite games, etc.

Pfeiffer, S., Parker, C., & Pang, A. (2005). The continuous media web: a distributed multimedia information retrieval architecture extending the World Wide Web. Multimedia Systems, 10(6), 544-558. 


Keywords: Audio retrieval, video retrieval.

Since the inception of the World Wide Web by Tim Berners Lee, users have attempted to integrate the varied content contained in it into one distributed system for storage and retrieval. While this has been actualized in many areas, it has not happened in the area of time-continuously sampled data such as audio and video. It is not as simple to retrieve this type of data as it is to retrieve HTML content. Media resources do not currently have a textual representation that fits into the text-based indexing paradigm of existing Web search engines, and therefore their content, however information-rich, cannot be searched uniformly on the Web. URLS can point to a specific audio or video file, but not to a segment of that file. Additionally, these files do not generally hyperlink to further Web resources, breaking the chain of web searching.


Pfeiffer, Parker, and Pang (2005) developed a standard for the way audio and video files are placed on the Web in an effort to make this content as searchable as regular text. The time-continuous resource itself is annotated with HTML like markup known as the Continuous Media Markup Language (CMML), and has an XML representation of its 

content, enabling Web search engines to index it. This extension to the Web is coined 

the Continuous Media Web (CMWeb). The video or media is divided into clips based on 

content. By proposing a standard, interoperability between various proprietary solutions 

should be possible.


The database community has also been attempting to address this issue by using 

databases to store references to media objects, as well as metainformation regarding the 

media. However, when the information is hidden in a database, it not accessible by web 

search engines and is difficult to hyperlink. The database solution enables content 

management, but it does not enable searching for audio and video content.

Praveen, K., Kashyap, S., Mittal, A., & Gupta, S. (2005). A fully automatic question answering system for intelligent search in e-learning documents. International Journal on E-Learning, 4(1), 149-167.
Keyword: Information retrieval, e-learning, academia, natural language processing, business

A vast amount of information is available that can be useful in e-learning.  E-learning is practiced not only by universities, but by businesses as well. Businesses are turning towards online learning as a convenient means of employee training and education. Much of the available online information, however, is untapped due to a lack of an effective information retrieval system. Search engines used for web searching are not effective tools for searching e-learning documents such as PowerPoint slides, digital text, and FAQs. The online learner often does not know where the topics covered in class can be found. Table of contents or indexes are often not sufficient to find the information either.


Praveen, Kashyap, Mittal, and Gupta (2005) describe an automatic Question-Answering (QA) System through which students can ask a question in a natural language and receive an answer quickly and efficiently. Natural Language Processing (NLP) techniques are used to identify the structure of the question. The system then consults its knowledge base to find the answers to the questions. Specialized QA system that answer natural language question by consulting a repository of documents have been developed and can be used in this case.

Sacchanand, C., & Jaroenpuntaruk, V. (2006). Development of a web-based self-training package for information retrieval using the distance education approach. The Electronic Library, 24(4), 501-516.

Keywords: Information retrieval, education, distance education, course development, librarian education
A distance education module for both online and off-line was developed for training young librarians in foreign nations regarding information retrieval. The module was initially developed to be an online format, but technology issues only allowed a CD-ROM version to be finalized. The focus of the training was to introduce the information retrieval process to students that had limited English and little basic knowledge regarding the process. The module was evaluated formatively and summatively throughout the process of development and included a detailed revision after the initial prototype was tested. 

The module was self-directed and required no faculty interaction. The five steps of the project included identifying the population, designing the module, producing the module, configuring the delivery format and assessment of the module. The system was developed using the technological method of the system development lifecycle using waterfall, phased and prototyping approaches. The developers of the online module do not discuss an educational approach.
Puustjärvi, J., &  Pöyry, P. (2006). Information retrieval in virtual universities. International Journal of Distance Education Technologies, 4(3), 36-47. 

Key words: One stop e-learning portals, Boolean model, vector model, information retrieval, fuzzy queries, e-learning, metadata
Puustjärvi and Pöyry (2006) compare vector information retrieval against traditional 

Boolean keyword-based query models to determine which is best suited in an e-learning 

environment. When comparing the study data, Puustjärvi and Pöyry (2006) propose a 

shared one stop e-learning portal (ONES) for virtual universities.

Puustjärvi and Pöyry (2006) determined three issues with Boolean retrieval in learning environments:

1. Boolean retrieval relies on singular criteria ( e.g., a result is related or is  unrelated) 

2. It is difficult to determine educational object requirements in a Boolean setting

3. Search engines based on Boolean logic provide either too many or too few learning objects related to the query


Puustjärvi and Pöyry (2006) yielded superior results utilizing vector model information retrieval. Vector model information retrieval incorporates a “similarity measure” integrating keywords, algorithms and fuzzy queries. Puustjärvi and Pöyry (2006) use algorithms to assign weights to metadata items within a document and fuzzy queries 

rank data by degree of compatibility meeting its search criteria. Combining algorithms, 

fuzzy queries and key words, the vector model yielded relevant learning objects while 

filtering out those unrelated. 


Virtual universities use information and communication technologies to facilitate 

core-learning functions. Currently, virtual universities operate separate portals that 

hamper a learner’s ability to access resources at other virtual universities. Puustjärvi 

and Pöyry (2006) propose ONES-project as an approach to integrate resources at virtual 

universities that is easily accessible to learners. Application of the vector model within 

virtual universities will necessitate an understanding of the vector information retrieval 

model. Further study is necessary to evaluate vector model effectiveness in a variety of 

e-learning settings. In conclusion, the ONES project must undergo further research and 

analysis into the effectiveness in having a central repository for virtual universities.

Sandieson, R. (2006). Pathfinding in the research forest: The pearl harvesting method for effective information retrieval. Education and Training in Developmental Disabilities, 41(4), 401-409. 
Keywords: Pearl building, pearl growing, pearl harvesting, research, search strategy, 

key terms, educational research, evidence-based research


Educators, particularly those involved in special education, have increasingly been 

turning towards evidence-based research for decisions and policy making.  It is often 

necessary to actually locate the original research and not rely on a textbook quoting that 

research to obtain an unbiased view.   Despite this trend, there has been little guidance 

to enable educators to properly search and locate pertinent, quality research.  With the 

proliferation of information available over the Internet, it has actually become more 

difficult for educators without research training to weed out that which is appropriate, 

relevant, scholarly research.  They also do not know how to do a comprehensive search 

that will result in the best findings.  Much of this problem stems from an inability to 

formulate the proper keywords to use in searching.


Pearl building or growing is a search strategy that has become popular in the 

information science field.  Once a relevant article is located, its descriptor keywords are 

then used to search for other articles.  As subsequent articles are located, the 

descriptors keywords are in turn taken from those articles until no new, relevant 

keywords are found.  This method, however, may involve many iterations of searching 

and can often continue ad infinitum without complete confidence that every possible 

article has been located.  It is often very haphazard.


The goal of the researchers was to develop a method of devising an exhaustive list of key terms that can be used to search databases precisely and comprehensively.  This 

approach is known as the pearl harvesting method.  It differs from pearl building in that 

rather than building a list of key terms as research progresses, the list is prepared 

before commencing the research.  The first step of the pearl harvesting method is 

deriving the list of key terms.  This is accomplished by taking the key terms from a 

sampling of articles taken from either a meta-analyses or a major journal in the field. 

The second step involves using the list of key terms to search the appropriate databases 

to determine the number of relevant citations found.  Different terms yielded resulted in 

varying degrees of precision that often depended on the database being searched.  The 

third step was to check for comprehensiveness.  The results were compared with those 

found by an expert in the field to determine this.  (An actual expert was not used, 

instead a comprehensive literature review was located) The key terms used by this 

method and by the expert were also compared.  The pearl harvesting method had 

actually found more appropriate results than the expert.  Perhaps researchers do not 

even know how to search correctly!?!


The article used the pearl harvesting method to find articles relating to teaching 

mathematics to the mentally disabled.  The terms used to refer to the mentally disabled 

population were actually taken from another study and proved not to be 

comprehensive.  Future research would focus on determining the appropriate wording to 

use to refer to various different populations.  Additional research could also focus on 

informing researchers and educators which journals could be used to compose the list of 

key words in the varying different fields.  Educators, specifically, who are not research 

oriented might not even know where to start looking for key terms. 

Saracevic, T. (2008). Effects of inconsistent relevance judgments on information retrieval test results: a historical perspective. Library Trends, 56(4), 763-784.

Keyword: Information retrieval, history of information retrieval,

Information retrieval systems first came into existence after the explosion of technical and scientific information that became available following World War II
A solution at the time was a device called a memex, which could be used to store all of an individual’s books, records and communications and could be searched with speed and flexibility. While the memex was never built, the idea of the need for a technological solution to control the information explosion did catch on. It was a motivation for agencies such as the National Science foundation to begin and support information retrieval development and testing.


While information retrieval systems and techniques have drastically changed over the years, the basic definition remains the same. The concept of “specification for search” through the development of algorithms is what differentiated information retrieval from other related methods and systems that preceded it. A second major difference is the concept of that relevance is the basic criteria of the information being retrieved. Retrieval of relevant information or information objects became and still is the primary objective of IR systems. Relevance is the parameter used to evaluate performance of information retrieval systems. As relevance is an outcome of human judgment, however, it is often difficult to use it as an objective, consistent measure.


To this day, graphing of precision-recall figures is an established way to demonstrate and compare performance, and improving on the inverse relation is a major goal of most procedures in IR tests. However, the key issue is still obtaining acceptable human relevance judgments that can then be used as a standard for calculating recall and precision. Information retrieval tests should be as close as possible to the actual, real-life situation in order to have real-life validity. As this is often very difficult to achieve, various 

simulation methods have been developed. One method is to have the person who posed 

the question make the judgment  A second is to have a topic specialist judge.  A third 

method is to use an information professional, while the fourth method is to simply use a 

bystander.


On the historical side, it is quite interesting, if not amazing, to note that the basic 

methodological principles and model for testing laid down a half century ago are still 

governing IR testing today. IR testing is like a river that became broader and deeper but 

never changed its course. 

Schatz, S. (2006). Improving performance support systems through information retrieval evaluation. Journal of Interactive Learning Research, 17(4), 407-423.
Keywords:   Information retrieval, recall, precision, search engines, tags, 

Evaluation of information retrieval systems is based on recall and precision. Recall is defined as how many of the pertinent documents were retrieved (quantity). For example, if 50 documents exist and 20 were found, recall is 20 out of 50. Precision is how many documents are relevant (cleanliness). For example, if 100 documents were retrieved and only 20 are relevant, precision is 20 percent. The relationship between precision and recall is usually inversely proportional.


The idea that more is better is not true. A small number of results with high precision is the best outcome. A search engine is an information retrieval system. Most are web based like Google and Yahoo.


Search engines have three parts: the spider or crawler- finds documents and breaks them into words to put into the Index, and the third part is the ranker which can be defined as a set of decisions used to weight the documents and decide which to display 

first. Different search engines divide the documents differently, construct the index differently, and use a different set of weighting decisions.


Some search engines are tag based. Instead of actually searching the documents, they search tags that have key terms relating to the documents. Relevance depends very much on the user and thus cannot be really measured. Utility is a better term for it. Testing must be performed in an authentic setting because relevance is a necessary measure.

Schockaert, S.,  & De Cock, M. ( 2007). Neighborhood restrictions in geographic IR. Proceedings of the 30th Annual international ACM SIGIRConference on Research and Development in information Retrieval, USA, 167-174. 
Keywords: Geographic information retrieval, information retrieval

The authors contend that geographic information retrieval (GIR) systems and in particular local search services such as Google Maps1,Yahoo! Local2 and Microsoft’s Live Search are designed to find specific lists of businesses that satisfy some geographical constraint. They explain further that these geographic constraints are specified by providing an address or landmark close to where the business should be located. 


However, they purport that the static nature of the knowledge base of most local search services conflicts with the way traditional search engines work. They argue that this makes the creation and update of these knowledge bases expensive and time-consuming. They also allege that only very simple geographic constraints can be specified with these

local search services. In addition to exploring neighborhood restrictions in GIR systems, the authors discuss how an existing local search service can be used to find places in a given neighborhood. They also explain how confidence scores can be attached to these places to

increase the robustness of the approach. 

Speck, H., Thiele, F. P., & Wagenhöfer, S. (2004). A big leap forward – the next step of educational information retrieval. Paper presented at the World Conference on 

Educational Multimedia, Hypermedia and Telecommunications 2004, Lugano, Switzerland.
Keywords: Information retrieval, world wide web, Lycos, Altavista, HotBot, Excite, Google,

With the creation of the World Wide Web based on the concepts of Bush Vannemar, ARPANET, and Tim Berners-Lee an information explosion took place. The release of Mosaic, the first browser, by Marc Andreesen, made this vast amount of knowledge accessible to the average citizen. No method of searching and retrieving this 

information, however, existed until the development of the first search engine- Lycos.  

Infoseek, Altavista, HotBot, and Excite soon followed. Yahoo then burst onto the scene 

moreover, grabbed a fifty percent market share with its well-indexed web catalogue. Microsoft MSN was soon to follow, until Google came onto the scene.


Today’s students turn straight to the Internet when researching assignments. They no longer read newspapers, encyclopedias, books and the like. The proliferation of e-

learning opportunities has increased this trend by using the web as the contact point 

between students and teachers. Search engines have become a crucial part of education, knowledge and research. The algorithm used by a particular search engine will define how it retrieves the information we seek and allows us to access it. Algorithms based on popularity may fail to find new material since that material is not yet popular. Search engines, therefore, tend to focus on known material and the innovative knowledge is often not retrieved. Popularity based retrieval systems are not ideal for research purposes.


Speck and Wagenhofer (2004) propose the use of a decentralized, open source engine to be used in educational information retrieval. The algorithm is publicly known and can be customized by each academic institution. In fact, each institution could build their own repository of knowledge based on its unique needs.
Tenopir, C. (2008). Online systems for information access and retrieval. Library Trends, 56(4), 816-830. 

Keyword:  Information retrieval, information retrieval history,

First bibliographic databases, then directories, other reference books, full text journal articles, and electronic books, online information systems became the norm for searching and retrieving a wide variety of content. Today it is difficult to imagine scholarly research without online resources., but early information retrieval works provided readers of the time with a first glimpse into a new world. 

Information retrieval is now seen as an interactive or social activity with the various situations and aspects of the user influencing overall system performance. The most common criticism of Boolean logic systems throughout the 1980s and 1990s was that end users had trouble understanding Boolean logic and thus query formulation is too difficult. Despite these concerns, Boolean logic remains the underpinning of most information retrieval systems today.


In the 1970s and into the 1980s the information industry was a world of secondary publishers of indexes and abstracts who leased their bibliographic databases to third party vendors or large library systems. The bibliographic databases and early search 

systems served as pointers to primary publications that remained in print containers such 

as printed journals. Today secondary publishers and third party vendors both still exist, 

but primary publishers are also electronic publishers and the lines between the three are 

less sharply drawn.  While bibliographic databases pointed to printed content; today's 

content is most often completely digital.  Therefore, in 1973 it was conceivable for an 

online searcher to know the characteristics of every available online database; but today 

they may know well just those few in a specific subject area or on selected search 

services.


While government agencies still produce major databases and search systems (for 

example, the National Library of Medicine), the database industry now includes a 

majority of commercial organizations and professional societies. Databases of today often have millions of records and extensive full texts. Visualization and clustering of search results help searchers cope when they retrieve thousands or tens of thousands of potentially relevant items. Many commercial online systems have added clustering or visualization techniques to their system displays recently after years of testing and development   Add to that RSS feeds, podcasting, multimedia content and links to other software tools such as spreadsheets, bibliography management software, and online systems are at last beginning to go beyond the search and retrieval systems of the past decades.



While nearly everyone does at least his or her own Web search engine searching today, the controversy comparing the effectiveness and efficiency of end user vs. professional searching has not gone away. Because now, except in some special library settings, it is expected that end users will do their own searching, the focus of concern has turned to improving reference encounters, more effective education or training sessions, and the design of better systems.

Tao, L. T. & Zhai, C. (2007). An exploration of proximity measures in information retrieval. Proceedings of the 30th Annual International ACM SIGIR Conference on Research and Development in Information Retrieval, The Netherlands, 295-302. 

Keywords: Information retrieval, retrieval models, proximity
Tao and Zhai (2007) use their paper to explore the possibility of using proximity measures in information retrieval. The authors posit that a number of retrieval models have been proposed and tested over the past decades. They explain further that numerous kinds of term statistics such as within-document frequencies, inverse document frequencies, and document lengths are used to score documents. 
They suggest that the proximity of matched query terms in a document has not been exploited. They posit that their objective is to rank  two documents that match the same number of query words and has query terms in close proximity to each other above one where the terms are further apart.  

Nevertheless, the authors content that there is no clear way to measure proximity, and explore several different measures to do so. In addition, the authors present a review of previous related work and examine five proximity distance measures. Furthermore, the authors explore ways to incorporate the proximity method of teaching into two retrieval methods. 
Volk, R. T. (2007). Expert searching in consumer health: an important role for librarians in the age of the Internet and the Web. Journal of Medical Library Association, 95 (2), 203-207.

Keywords:  Information retrieval, health care consumer, expert searching, volunteer education


Even though the Internet is readily accessible to patients, many are not proficient at searching to find all the information that is appropriate for their needs. Medical librarians or trained volunteers are experts at searching databases and the World Wide Web to find appropriate materials that impact a majority of the patients served. The patient education resource center (PERC) at a large metropolitan cancer center uses librarians and distinctively trained volunteers to assist patients in retrieving specific medical information regarding their type of cancer. Over 3,500 patients seek out these services of the PERC each year and 95 percent were highly satisfied or satisfied with the results of the searches. 
The librarians or the volunteers are able to compile the information and even deliver it to the patient’s bedside if so required. This information is beyond that information that is readily available at the PERC through brochures, loaner videos, books or general cancer websites. Over 96 percent of the patients that requested expert searches, received information that they were unable to obtain through their own searching capabilities. The vast amount of information that is available does not correlate with the amount of information that is easily retrievable for the non-expert. The importance of these experts in not only the health care professionals’ searches, but also the health care consumer was validated in this research.

Another interesting aspect of the research findings is that over 60 percent

Planned to share the information with their health care provider. This implication and impact on the provider would be an additional area of possible research studies. 
Wan, G. G., & Liu, Z. (2008). Content-based information retrieval and digital libraries. Information Technology and Libraries, March 2008, 41-47. 
Keywords: Information retrieval, digital images, video retrieval, audio retrieval, CBIR systems
Multimedia documents that are part of large digital libraries need a retrieval system. The currently used text-based retrieval systems do not adequately search these digital libraries. Methods to retrieve accurately digital images, videos, and other digital formats consist of searching for commonalities that are not text-based. The various CBIR (Content-based image retrieval) systems to search are used in these large digital libraries. These systems include query by image content system that searches based on color, sketches, shapes and textures. The newest application is that of “automatic concept recognition and annotation. This application assigns metadata that then will be able to be searched using text searches

The technical aspects of these information retrieval systems are complicated and

evolving. As digital libraries are now storing 3D images, audio, video as well as the simple digital images, the retrieval tools will also need to expand to incorporate the various multi-media content. Research regarding the ease of usability of these systems is lacking and needs to be explored further. Before a standardized system is developed this key usability research must be accomplished. 
Wang, H., Ouyang, J., & Yao, J. (2003). Information resources and retrieval ---The 

ways technology can enhance preparing tomorrow’s teachers. Paper presented at the Society for Information Technology and Teacher Education International Conference 2003, Albuquerque, New Mexico, USA.
Keywords: Information retrieval, educators, World Wide Web

Knowing how to retrieve information and having the knowledge and skills necessary to evaluate that information are essential to today’s researcher. Teaching future teachers how to properly retrieve information is a very important task. Information retrieval has grown from a discipline in Information and Library Science, to an everyday experience for billions of people. For the most part, The World Wide Web has been the driving force behind this change.  

Current information retrieval systems tend to be distributed, have huge storage needs, and complex functional requirements. With the increase in recent years in the number of text databases available on-line, and the consequent need for better techniques to access this information, there has been a strong resurgence of interest in the research done in the area of information retrieval. Today, retrieval techniques have found their way into major information services and the World Wide Web. The emergence of new applications such as "digital libraries" is both an opportunity and a challenge. We now feel that too much information is around, and retrieval techniques and skills become very necessary.


Information retrieval can promote active student engagement. Students move from passive recipients of information, to active participants in the construction of knowledge.  Instead of passively absorbing knowledge disseminated by their professors and textbooks, students are actually being involved in the creation of that knowledge 

themselves. It also helps them relate classroom-gained knowledge to the real world.


Retrieval technology is expanding our ability to express, understand, and use ideas in other symbol systems. It helps progress from coverage to mastery. It helps from 

isolation to interconnection. Retrieval technology has helped us move from a view of 

learning as an individual act done in isolation toward learning as a collaborative activity.  

We have also moved from the consideration of ideas in isolation to an examination of 

their meaning in the context of other ideas and events. Finally, it helps from products to 

processes. With retrieval technology, we are moving past a concern with the products of 

academic work to the processes that create knowledge. Students learn how to use tools 

that facilitate the process of scholarship.


Information retrieval technology has many other advantages in terms of repetition, transportability, and increased equity of access. In addition, although the research evidence is sparse, the cost-effectiveness of technology may be of great benefit under certain conditions.   

Westra, B. L., Bauman, R., Delaney, C. W., Lundberg, C. B. & Petersen, C. (2008). Validation of concept mapping between PNDS and SNOMED CT. AORN Journal, 87 (6), 1217-1229.

Keywords: Information retrieval, nursing administration, perioperative nursing data set, systematized nomenclature of medicine clinical terms, terminology systems


Standardizing nursing terminologies is an important aspect of nursing care, including documentation in electronic health care records, investigation of best practices, and exchange of information between systems. The mapping of two large separate systems used in nursing, the PNDS (Perioperative Nursing Data Set) and SNOMED CT (Systematized Nomenclature of Medicine Clinical Terms), demonstrated good correlation between the systems for all to be able to “talk” to one another as well as be a good foundation for building other systems. 


No current system exists that summarizes the extensiveness of nursing practice in all settings or specialties. The standardization of terms as critical for retrieving information was not the sole aspect of this particular study; however, the standardization of terminology is important in retrieving any information from the electronic medical record (the database). Information retrieval is a critical aspect of the electronic medical record and based on the consistencies found in this mapping of the two largest nursing terminology systems, key terms can be identified and further refined for the nursing profession.


Incorporating standardized data collection into electronic health care charting and then outlining the retrieval process is one of the research areas that requiring further attention. Having standardized terminology is the first step in being able to use that vast amount of information stored in an electronic health care record system to make changes in policy, process and ultimately in increasing the quality of care
Xiang, Z. & Huang, T. (2002). Unifying keywords and visual contents in image retrieval. IEEE Multimedia, 9(2), 23-33. 
Keyword: Information retrieval, content based image retrieval 


Xiang and Huang (2002) explained that image retrieval systems allow individuals to browse, search and retrieve images from a large database of digital pictures. However, while there are a number of image retrieval methods available, the authors focused on Content Based Image Retrieval (CBIR). They postulated that this involves analyzing the

contents (such as colors, shapes, textures and so on) of the image itself in order to aid the retrieval process. 


The authors contended that CBIR systems provide unsatisfactory retrieval results as they are restricted by low-level features that are not able to easily interpret users’ high-level concepts. They put forward that textual annotations would improve the retrieval performance, and used their paper to explore the possibility of unifying keywords and feature contents. 


In order to achieve this feat, the authors proposed a seamless joint querying and relevance feedback scheme. They explained that this scheme is based on the incorporation of keyword similarities in both keywords and low-level visual contents. Additionally, the authors developed an algorithm for a learned word similarity matrix and carried out experiments to validate their theory. 

Zhong, Y., Gilbert, J., & Hu, W. (2003). Voice information retrieval for course 

resources. Paper presented at the World Conference on Educational Multimedia, 

Hypermedia and Telecommunications 2003, Honolulu, Hawaii, USA.

Keywords:  Voice information retrieval, information retrieval


The advances in speech recognition technology provide students an alternate way to search for course resources via mobile devices such as telephones instead of a computer. When a user issues a query that returns a large set of results, the system would perform an intelligent summarization of those results and present the information to the user verbally.


Zhong, Gilbert, and Hu (2003) introduced a voice information retrieval system that could be used to retrieve database course resources. Students can access their course 

resources via telephone at any place and at any time. This type of system also gives those with visual or physical disabilities an easy way to retrieve the course information. Articles can also be retrieved using this method. The result list will be read one by one until the user selects a document. If a result list is too large, it will be divided by topic and the user will first be presented with one article on each topic. Once a topic is selected, similar documents will be presented. The user can then request to have the article emailed or delivered to a local library. 
36

