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1 Introduction

In recent years, tiny computing devices have been designed for many applications
in the Internet of Things (IoT) environments, such as radio frequency identifica-
tion (RFID) tags, smart cards and wireless sensor networks (WSNs), generally
referred as low-cost smart devices. Securing this kind of devices is a challenging
task due to its very limited power consumption, constrained memory and com-
puting capability. Consequently, a lightweight cryptographic primitives such as
block ciphers, stream ciphers, and hash functions must be developed.

True Random (TRNG) and pseudorandom number generators (PRNG) are
essential primitives of cryptosystems, used to generate confidential keys, chal-
lenges, nonces and in authentication protocols. In constrained devices, cryp-
tographically secure PRNGs are difficult to achieve due to hardware/software
limitations. In comparison with other secret key primitives, not many PRNG
proposals as such have been found in the literature. Nevertheless they are in-
trinsically present in many other buildings blocks of other cryptographic prim-
itives. In order to provide compact secure algorithms and protocols that fit in
these resource-constrained environments, it is very important to know and un-
derstand these constraints first.

The term resource-constrained environment is used in describing a devel-
opment platform that has very little amount of designing space. For example,
for hardware implementations, chip area, energy consumption (e.g. battery life),
hardware memory, computation latency, and communication bandwidth should
be considered to evaluate the lightweight properties. In the case of software im-
plementations, attention to the execution time, the RAM consumption (RAM
footprint) and the code size should be paid.
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In this work, we present a comprehensive review of the lightweight random
and pseudorandom number generators designed for constrained-devices such as
wireless sensor networks and RFID tags and a study of Trifork, as a suitable and
special case of PRNG for constrained devices.

2 Literature survey

In this section, we survey various pseudorandom and true random number gen-
erators suitable in some extent to constrained devices.

The generation of random numbers in constrained devices can be divided in
two main categories. The first are designs based on TRNGs, where a physical
characteristic of the device is used. The second includes the works based on
a PRNGs, where a deterministic algorithm is used. A third category uses a
combination of the first and the second categories, where the output sequence
obtained from a TRNG is used as a seed of a PRNG. Other schemes which
produce random numbers by using hash and block cipher algorithms in such
a way that overwhelm the limited capabilities of resource-constrained devices,
have not been incorporated in this survey.

2.1 PRNG and TRNG target for wireless sensor networks

A sensor network is an infrastructure that comprises a group of autonomous,
tiny and cheap sensor devices equipped with small battery, low memory and
limited processing capability. They are able to sense environmental data such as
sound, light and temperature, and communicate with any other sensor device
within the same network area and compute the monitored/received data [1].
Due to previously mentioned constraints, standard security primitives can not
be directly applied to this area. One of the most common sensor type is TelosB.
It has a 16-bit, 8MHz RISC CPU with only 10K RAM, 1024K flash storage and
48K program memory. These restrictions make that the software built for the
sensor must also be quite small. Moreover, the de facto standard operating sys-
tem for wireless sensors named TinyOS, has a total code space of approximately
4K. Accordingly, the code size for the all security algorithms must fit within this
size limit. Sensor nodes are battery operated and they have extremely limited
energy supply. Hence, the implementation of a cryptographic primitive or proto-
col within a sensor node must also consider the energy impact on its battery life.
Many security protocols have been designed to provide security services such
as authentication, confidentiality and integrity. Only a few PRNGs have been
proposed as such, but they are intrinsically integrated in the majority of the
security protocols.

In [2], the authors have developed a low power 8-bit PRNG based on a “free-
running timer” for ultra low power sensor network i-Bean that could be used
in a general low-power embedded networks. The authors pinpoint the require-
ments needed for its design and then they proposed a PRNG whose sequence is
obtained by XORing the current value of the timer with a key. Then, the timer
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values and the key are updated in such a way that one’s complement of the
timer value becomes the new key and the one’s complement of the new random
number becomes the next timer value. Furthermore, after the generation of K
consecutive random numbers, a re-keying process is done using the checksum-
Cyclic Redundancy Check (CRC) of the transmitted/received packets to re-key
the generator. The implementation of the generator was done on Microchip PIC
18F8720 platform running at a clock speed of 8 MHz, where the authors ob-
tained a 50 000 random bytes per minute. The sequences of the PRNG were
tested using ENT statistical test [3]. This low power PRNG was cryptanalyzed
in [4]. The authors observed important security problems of the system; firstly
they found some points that are undefined in the target paper such as the exact
entropy introduced by the transmitted and received messages in the network and
how frequently it is necessary to apply the re-keying algorithm. They also found
that the CRC of the transmitted packets has a very low entropy, and moreover,
these packets are easily modified by an active attacker. In the cryptanalysis the
authors have shown that the PRNG has a remarkably short period, in fact af-
ter 3 iterations the generator returns to the same internal values. Additionally
the authors demonstrated that the internal secret state of the generator can be
easily recovered by eavesdropping only two consecutive outputs.

TinyRNG, a cryptographic pseudorandom number generator (CPRNG) tai-
lored for wireless sensor nodes which uses the transmission of bit errors on this
network as a randomness source, was presented in [5]. They have pointed out
that these bit errors are difficult to observe and manipulate by an attacker. The
erroneous bytes received by a node are added into a cryptographic entropy ac-
cumulator. This accumulator is designed using a cipher block chaining message
authentication code (CBC-MAC) technique for minimizing the memory require-
ment of the system by using the same block cipher as the CPRNG. When suffi-
cient entropy is accumulated, the accumulator re-seeds the key of the CPRNG.
The CPRNG is indeed a block cipher working in counter mode (acting like a
stream cipher) encrypting a counter using the key supplied at programming time.
The key also gets updated with the value generated by the accumulator.

In [6] was proposed a TRNG composed of two modules, in one of them a
local node generates true random bits based on its sensory measurements de-
rived from a physical process like temperature and humidity, etc., and the other
processes the received sequence of true random bits for improving its statistical
behaviour. In order to remove redundant and biased information a de-skewing
technique is applied. The results thus obtained are passed to a MAC algorithm,
for increasing diffusion and confusion over the sequence. The system allows users
to select one out of two different MAC algorithms based on hash functions and
block ciphers, respectively: a keyed-HMAC with either SHA-512 or MD5 and a
Cipher-based Message Authentication Code (CMAC), choosing between DES,
3DES, and AES algorithms. Therefore, every node can produce random data
upon request, avoiding the store and transmission of sensitive information, thus
reducing vulnerabilities in the network. A proof of concept was done using a
WSN formed by two sensors TelosB nodes the first one is used for sampling
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sensory data and forward this data to the second one, which acts as Base Sta-
tion. The Base Station then processes the received data to obtain the final true
random sequence, whose good statistical behaviour was confirmed by the NIST
statistical suit. The security problems of this TRNG was analyzed in [7]. Au-
thors pointed out a vulnerability of the system due to the complete locality of
the process: if a node merely relied on its own measurements, the TRNG could
be attacked by violating the analog-digital converter of a node and learning the
measurements. To overcome these problems they propose to assign two types of
roles to the nodes, a node plays the role of measurements requesters and other
nodes act as measurements generator, which improves the overall robustness of
the system since the attacker would have to guess which node are the measure-
ments generators. Hence, they proposed an algorithm that involves two phases: a
k-neighbourhood identification phase where a tree rooted at the requester node is
constructed with depth k, so that exactly one path exists between the requester
and any other node; and a leather messages convergecast phase where network
nodes filter out potential leaders, until a unique leader will be elected at root
node. As a proof of concept, the authors have considered a real set of 60 TelosB
nodes deployed within an area of 25 × 15 m2. They conclude that their algo-
rithm is more suitable and efficient for the purpose of Secure Random Number
Generation than other methods. The robustness of the TRNG algorithm against
several security attacks was also presented.

In [8], a Warbler family as a new PRNG family for low cost smart devices was
presented. It is based on the combination of modified de Bruijn blocks –which
is a generator that combines m primitive nonlinear feedback shift registers of
different lengths– together with a nonlinear feedback Welch-Gong (WG) shift
registers based in [10]. The authors presented two instances of the Warbler fam-
ily with different security levels. The first one is suitable for EPC Gen2 RFID
tags and was detailed in [11], where it provides the 16-bit random numbers re-
quired in the EPC Gen2 standard. The proposed PRNG can be implemented
on low-cost Xilinx Spartan-3 FPGA devices with 46 slices. The second one is a
security-enhanced version suitable for RFID tags and WSNs. The authors as-
sured that this generator is also resistant to cryptanalytic attacks such as alge-
braic attacks, cube attacks, time-memory-data tradeoff attacks, etc. The security
analysis shows that both proposed instances pass the cryptographic statistical
tests recommended by the EPC C1 Gen2 standard and NIST. Their ASIC im-
plementations using a 65nm CMOS process demonstrate that the proposed two
lightweight instances of the Warbler family can achieve good performance in
terms of speed and area and provide ideal solutions for securing low-cost smart
devices. However, recently in [25] a distinguish attack to a WG family of stream
ciphers shows that every member of this family is vulnerable to linear attacks,
which could represent an important threat to the security of Warbler PRNGs.

2.2 PRNG in RFID

RFID is a technology widely used to perform automatic and unique identification
of objects. It is used in real world applications that include access control and
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supply chain management. A typical RFID system includes tags or transpon-
ders, readers or interrogators, and a back-end database. Each RFID tag has a
unique identifier, the Electronic Product Code (EPC), which follows the stan-
dard EPCglobal Class 1 Generation 2 (EPC Gen2) [9] for passive low-cost RFID
systems. This standard establish a platform for RFID protocol interoperability
and supports basic security services given by an on-chip 16-bit PRNG and a
16-bit CRC. Therefore, the PRNG is the only component used for achieving the
security of the system. Since its publication, there have been many attempts to
improve the security of the EPC Gen2 protocols using the CRC, or implement-
ing some schemes based on the passwords defined in the standard. It is worth
mentioning that the EPC Gen2 and ISO/IEC 18000-6C standard states that the
RFID tags can devote up to 4000 gate equivalent (GE)1 to security functions.

In [12], the authors propose an oscillator-based TRNG combined with a 16-bit
LFSR PRNG, suitable for RFID tags. The TRNG uses as a source of randomness
the thermal noise of an analog circuit. Each cycle of the LFSR is modified by
XORing the first cell of the LFSR with the output of the oscillator-based TRNG.
As a result, a 16-bit random number in 16 clock cycles is obtained. The authors
claim that the addition of only a truly random bit, as a random number seed,
makes the LFSR output sequence unpredictable and unrepeatable. Finally, they
presented two optimization methods to reduce the power consumption of the
TRNG. This scheme has been cryptanalyzed in [13], taking advantage of the in-
herent linearity of the LFSR. They showed that with only very few observations,
feedback polynomial of the LFSR can be successfully retrieved. Additionally the
authors propose a similar and improved PRNG scheme, that relies on a mul-
tiple primitive polynomial LFSR core perturbed by a TRNG. Such design use
eight primitive polynomials, a TRNG, and a decoding circuit whose inputs come
from the true random source. The decoding circuit was designed avoiding the
use of the same primitive polynomial consecutively. To generate a pseudoran-
dom bit, one of the primitive polynomials is chosen at each clock cycle according
to the decoding logic and a true random bits. The resulted PRNG generates a
16-bit random number in 16 clock cycles and the security of the PRNG relies
on the TRNG in the same manner as in the former design. Finally a hardware
complexity estimation has been presented.

The LAMED PRNG target for RFID tags applications which uses 32-bit
keys and a pre-established initial states was presented in [14]. The algorithm
consists of simple operations such as bit rotations, modular algebra and bitwise
operations. The design uses a Mersenne Twister Generator(MTG) to provide
input to the different operations of a Genetic Programming Algorithm (GPA).
The authors propose two versions of the algorithm: One is a 32-bit PRNG and the
other is a 16-bit PRNG for EPC Gen2 compatibility. To reduce the output length
from 32 to 16 bits, the 32-bit output is divided in two halves and XORed to obtain
the 16-bit output sequence. The compliance to EPC G2 security requirements

1 One GE is equal to the area needed by two-input NAND gate with the lowest
driving strength of the corresponding technology. Hence, the area in GE is obtained
by dividing the area in µm2 by the area of a two-input NAND gate.
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was successfully achieved. The NIST, ENT and Diehard statistical suit tests were
used validate the randomness of the generators. Finally the authors analyzed the
hardware complexity of the generators which meets the requirements imposed
by low-cost RFID tags technology, i.e., the gate count is below 2K gates.

In [15], authors have explored different architectures to perform the modular
multiplications in the implementation of the BBS PRNG. They found that the
major problems in the BBS implementation is the excessive needed circuit area
and computation time; specifically those related to the use of modular multiplica-
tions. The security of the BBS generator depends on the factorization intractabil-
ity of the integer module. Moreover, they suggest that an equivalent security to
a key length of 232 bits and 264 bit may be enough for RFID applications, which
is equivalent to a BBS module of 160 and 512 bits, respectively. Therefore, they
implemented two BBS schemes. To determine the best of the two schemes the
total area of the circuit was considered. Considering this, Montgomery iterative
architecture was the most efficient and hence, the authors recommended it for
constrained devices like RFID tags or sensor networks nodes. In the implementa-
tion, they used a Spartan-3 FPGA device, specifically the XC3S1500L (4-input
LUTs). It is worth to mention that NIST recommendations for years 2016-2030,
a module from n = 3072 to n = 15360 bits length, equivalent to a security
level of 2128 to 2256 respectively, must be used for cryptographic applications.
Therefore, this PRNG has a low security level.

A new generator for RFID tags that combines a physical source of true ran-
domness and a deterministic LFSR, was proposed in [16]. The proposal has
four main blocks: an LFSR configured with a multiple-polynomial tap architec-
ture, a Decoding Logic, a Polynomial Selector and a TRNG module based on
the oscillator-based TRNG designed in [12]. Basically the output of the TRNG
is fed in the Decoding Logic that manages the Polynomial Selector. The feed-
back polynomials are implemented as a wheel, which rotates depending on the
bit value given by the TRNG module, which prevents the natural linearity of
any LFSR. The authors provide the approximated hardware complexity of the
PRNG, sized in GE, to measure its suitability for EPC Gen2 requirements.

In [17] a PRNG named MeTuLR: Mersenne Twister generator (MTG) for
RFID tags was presented. It is a scheme for 16-bit architecture to obtain 32-
bit PRNs that uses extracted TRNs from hardware as input for the MTG. To
eliminate the bias of the TRN they use an ultra-light scheme, hash equivalent,
that consists of a bitwise XOR, AND and rotation operations that consumes less
area and clock cycles. The scheme substituted the shift operations with rotations;
matrix iterations of the original MTG are eliminated and compensated by means
of rotations. The final TRNs have passed the randomness test.

A modification of a previous PRNG [16] was proposed in [18], which was
named J3Gen. It meets the requirements specified for the PRNG in the EPC
Gen2 standard. The design combines a thermal-noise TRNG and a dynamic-
LFSR (DLFSR) of n cells. A DLFSR is just an LFSR whereby the feedback
polynomial changes dynamically. The proposal has four main blocks: a TRNG
module based on the oscillator-based TRNG by [12], a DLFSR architecture, a
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Decoding Logic and a Polynomial Selector. The output of the TRNG is fed to the
Decoding Logic that manages the Polynomial Selector. The feedback polynomials
are implemented as a wheel, i.e., they rotate depending on the bit value given by
the TRNG module, the rotations are performed every l cycles. This prevents the
natural linearity of any LFSR. The authors measure the suitability of the design
for EPC Gen2 providing the approximated hardware complexity of PRNG, sized
in GE. The proposed architecture results in a security equivalent-key size of 372
bits. The nonlinearity of the design and its suitability regarding the standards
was validated, and the randomness requirements was tested through a statistical
analysis. The power consumption was evaluated by means of SPICE simulation.

This design has been successfully cryptanalyzed by Peinado et al. [19] who
showed that the algorithm is insecure by means of two attacks; a probabilistic
attack and a deterministic attack. The probabilistic attack was based on solving
linear equation systems, which allows to recover the set of feedback polynomi-
als, which constitute the secret information of PRNG. The deterministic attack
was based on a decimation of the output sequence. It was showed by the au-
thors that the entire output sequence of PRNG can be reconstructed by the
knowledge of only a few bits of it. The authors also presented some security
recommendations to improve the J3Gen PRNG. They suggested that including
non-primitive polynomials in the pool of feedback polynomials could prevent the
PRNG from a brute force attack, only if it is done carefully, since non-primitive
polynomials produce sequences whose statistical properties are not guaranteed.
They strongly recommend not to use the rotation cycle l = 1.

In [20] a low-area implementation of Warbler PRNG firstly presented in [11,8].
The implementation was done in CMOS 65nm and CMOS 130nm ASICs, pro-
viding the area, maximum clock frequency, and total power consumption results.
The proposal includes two design options for the counter: a binary counter and a
LFSR counter. The LFSR counter-based design resulted better than the binary
counter-based one in terms of area and power consumption. Recently in [25] a
distinguish attack to WG family of stream ciphers, shows that every member
of this family, used in the Warbler design, is vulnerable to linear attacks, which
could represent a threat to the security of Warbler PRNGs.

It can be seen that the great majority of the TRNG and PRNG proposals for
constrained-device environments have been successfully attacked either by taking
advantage of the CRC function or the LFSR linearity like in [4,13,19,21,22]. As
these technologies move toward a great ubiquity, they will become more and
more vulnerable to be attacked, so advanced new techniques are required to
improve its security, performance and reliability.

3 Analysis of Trifork suitability for using in constrained
devices

Trifork is a cryptographically secure family of PRNG based on a combination of
three coupled Perturbed Lagged Fibonacci Generators (PLFG) [23]. Two PLFG
are combined by the bitwise XOR addition, to form the output of the joint
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generator; the third one will remain completely hidden. In this way the analysis
of the output sequence is useless for determining the system parameters, system
state nor keys. The three PLFG are interconnected and perturbs each other in
a cyclic fashion, by means of the XOR addition of the left-shifted output of the
precedent PLFG, being the left-shift of about N

2 bits, were N the bit word size.
Its period is much longer than the conventional Lagged Fibonacci generator. Its
output is unpredictable and the generated sequence passes successfully the most
stringent randomness test suites. Implementation in hardware and software has
been analyzed. The cost in a hardware implementation (ASIC) is approximately
equivalent to the area in silicon. Usually the hardware area is measured in GE,
which allows an estimation technically neutral of the physical space required by
a design. We have based our estimation of the GE according to [24].

An implementation specially adapted for RFID 16 bit random number gen-
eration, will consist of three PLFG with lengths of 3, 3 and 2 words respectively,
and N = 16 bit size. Each PLFG is perturbed by a XOR addition of 7, 8 and
9 bit left-shift of the output of the precedent one. The resulting key length is
128 bits and the state space is 2128 − 1. Tables 1 and 2 illustrate the total
GE needed for its implementation with 8 and 16 bits word size. It can be seen
that the required amount of GE is considerably less than the maximum allowed
4K GE. The performance in a software implementation over a low power 8 bit
ATmega328P microcontroller was about 22.2 cycles per bit.

Table 1: GE with 8 bit word size.
Operator Used GE–UMC GE–AMIS

90nm 0.35µm

XOR 20 49.60 46.60
ADD 24 178.80 152.16

Register 128 584.96 853.76
Control 20% 162.67 210.50

Total GE 976.03 1263.02

Table 2: GE with 16 bit word size.
Operator Used GE–UMC GE–AMIS

90nm 0.35µm

XOR 40 99.20 93.20
ADD 48 357.60 304.32

Register 128 584.96 853.76
Control 20% 208.35 250.25

Total GE 1250.11 1501.53

4 Conclusions

In this work we present a comprehensive literature review of the TRNG and
PRNG designed for constrained-devices commonly deployed in the IoT. We have
summarized the features of each PRNGs and the best cryptanalysis results. In
Table 3 we show the algorithms analyzed and the limitations pointed out by
their cryptanalysis, ordered from the best to the worst proposal presented. We
have found several PRNG families vulnerable to attacks, or not recommended
for using in new applications and, thus, should be avoided. With reference to
the most recent PRNG designs, a cryptanalytic work must be done to verify
their security before they can be promoted as secure primitives. Finally we have
studied the feasibility of using Trifork PRNG for constrained devices, and verified
that its design in GE fits to the recommended values. However, a further study
of other characteristics required by the standard is necessary to be considered
as a candidates for the IoT.
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Table 3: PRNG for Wireless sensor networks and for RFID.
Proposals Limitations

[8,5] None found.

[2] Very low entropy of the CRC of the transmitted packets [4]

[6] Complete locality of the process of generation of the TRN, a local
node relied on its own measurements; therefore, the TRNG could be
attacked [7]

[11,20,14,17] None found.

[12] The linearity of the LFSR permit to retrieve the feedback polynomial
of the LFSR [13]

[15] Very low key space: 264 � 2128 bits recommended by NIST

[16,18] The linearity of the system [19]
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